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Incorporating Financial Ratios and Intellectual Capital in  

Bankruptcy Predictions 
 

Abstract 

Intellectual capital represents assets that frequently do not appear in the balance sheet.  

Intellectual capital has gained more and more attention since it is the core competence for 

many companies nowadays.  The main purpose of this paper is to explore the performance 

of bankruptcy predictions incorporating financial ratios and intellectual capital by integrating 

artificial neural networks with the multivariate adaptive regression spines (MARS) approach.  

The obtained results are expected to greatly expand the application of intellectual capital, 

neural networks and MARS in bankruptcy predictions.  And in terms of the successful 

identification of the relationship within data, better business modeling and investment 

decisions can be found and implemented. 

Keywords: bankruptcy prediction, financial ratios, intellectual capital, neural networks, 

multivariate adaptive regression splines 

 1



1. Introduction 

Bankruptcy predictions have long become important research topics after Beaver (1966) 

and Altman (1968) used the financial ratios methodology in predicting bankruptcies.  As the 

world’s economy has been experiencing severe challenges during the past decade, more and 

more companies, no matter large or small, are facing the problems of filing bankruptcy.  

Hence bankruptcy predictions have drawn serious attention from both researchers and 

practitioners aiming to provide on time signals for better investment and government 

decisions.  Many different useful techniques, known as the bankruptcy prediction models, 

have been developed by researchers in order to solve the problems involved during the 

evaluation process.  Basically the bankruptcy prediction models use appropriate independent 

variables to “predict” a company is a healthy company or a bankrupt one.  Therefore the 

bankruptcy prediction problems are in the scope of the more general and widely discussed 

discrimination and classification problems (Johnson and Wichern, 2002). 

After we carefully review the literature of bankruptcy prediction models, several 

important conclusions can be observed.  Firstly, after Beaver (1966) and Altman (1968) used 

the financial ratios methodology in conducting bankruptcy predictions, almost all the 

literature only considered financial ratios as independent (input) variables.  As intangible 

assets are often the major determinants of a company’s competitiveness, factors other than 

financial ratios may also need to be incorporated in bankruptcy predictions.  The high 

market to book ratios, often termed as P/B ratios, which have increased drastically for 

companies like, Microsoft, Intel, Cisco, and Oracle during the past decade, often justifies the 

existence and importance of intellectual capital (IC, Stewart, 1997).  Intellectual capital has 

drawn serious attention from companies that derive their profits from non-traditional or 

intangible assets such as customer relations, skills of their employees, innovations and 

knowledge-incentive services.  As the 21st century is the century of knowledge economics, 

IC is definitely going to play an even more important role for companies achieving 

continuous growth and maintaining competitiveness.  We therefore, in this research, try to 

consider both financial ratios as well as intellectual capital variables in bankruptcy predictions 

to test whether IC will be decisive factors affecting the predictive capability.   
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Secondly, almost all the literature adopted the same cross sectional research design 

during the empirical study stage.  It means that they use independent variables one, two or 

even three years prior to the bankruptcy, a fixed point before the bankruptcy happens, in 

predicting the status-healthy or bankruptcy of a company.  However, bankruptcy is a 

continuous process.  Even though the appraisal of bankruptcy happens at a certain time, it is 

the result of some policies of that company for a number of years.  Therefore, the 

independent variables used in bankruptcy predictions should be observed over time to provide 

full information about the progress of a company (Dimitras et al., 1996).  Besides, as the 

influence of different variables in different time lags to the status of a company may not be 

the same, the traditional cross sectional analysis approach suffers from the fact that some 

important variables, in different time lags, may not be included in the final prediction model 

during the variable selection procedure.  In order to solve the above-mentioned drawbacks, 

this paper tries to handle this issue in a totally different alternative.  All the independent 

variables used in the prediction model will consist 8 consecutive quarterly data points before 

the bankruptcy occurred.  In doing so, we can observe the influence of the progress of a 

variable to the status of a company.  Besides, variables in different time lags could also be 

selected at the same time in the final prediction model as long as it is important in predicting 

the status of a company. 

Finally, the most commonly discussed classification techniques in building bankruptcy 

prediction models are linear discriminant analysis (LDA), logistic regression analysis, and 

artificial neural networks (ANNs).  However, the utilization of linear discriminant analysis 

has often been criticized because of its assumptions of the linear relationship between 

dependent and independent variables, which seldom holds, and the fact that it is sensitive to 

deviations from multivariate normality assumptions (Karels and Prakash, 1987, Reichert, et 

al., 1983).  Theoretically, quadratic discriminant analysis (QDA) should be adopted when 

the covariance matrices of the underlying populations are not equal.   However, QDA seems 

to be more sensitive to the model assumptions than LDA and LDA has reported to be a more 

robust method (Dillon and Goldstein, 1984, Sanchez and Sarabia, 1995, Sharma, 1996).  

Therefore QDA is seldom applied to bankruptcy predictios (Laitinen and Laitinen, 2000). 
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Logistic regression analysis is another commonly adopted alternative in building 

bankruptcy prediction models.  Logistic regression was emerged as the technique of choice 

in predicting dichotomous outcomes.  Logistic regression does not require the multivariate 

normality assumption, however, exposed to a full linear compensation between independent 

variables in the exponent of the logistic function.  Basically, both LDA and logistic 

regression are designed for the case when the relationship among variables are linear and 

therefore are reported to be lack of enough classification accuracy in modeling bankruptcy 

prediction problems. 

Artificial neural networks provide a new alternative to LDA and logistic regression, 

particularly in situations where the dependent and independent variables exhibit complex 

nonlinear relationships.  Even though neural networks have shown to have better predictive 

capability than LDA and logistic regression in modeling bankruptcy prediction problems 

(Coleman et al., 1991, Rahimian et al., 1993, Salchengerger et al., 1992, Sharda and Wilson, 

1996, Tam and Kiang, 1992, Wilson and Shrada, 1994, Zhang et al., 1999).  It is, however, 

also being criticized for its long training process in designing the optimal network’s topology, 

hard to identify the relative importance of potential input variables and certain interpretative 

difficulties, and limiting its applicability in handling the general classification and bankruptcy 

prediction problems (Laitinen and Laitinen, 2000, Lee and Chen, 2002, Lee et al., 2002, 

Trigueiros and Taffler, 1996). 

In addition to the above-mentioned techniques, multivariate adaptive regression splines 

(MARS) is another commonly discussed classification technique nowadays.  MARS is 

widely accepted by researchers and practitioners for the following facts.  Firstly, MARS is 

capable of modeling complex nonlinear relationship among variables without strong model 

assumptions.  Besides, MARS can identify “important” independent variables through the 

built basis functions (more details will be discussed in section 4) when there are many 

potential independent variables.  Thirdly, the training time for MARS is significantly shorter 

than neural networks and hence can save lots of model building time when the data set is huge.  

Finally, one strong advantage of MARS over other classification techniques is the resulting 

model can be easily interpreted.  It not only points out which variables are important in 
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classifying objects/observations, but also indicates a particular object/observation belongs to a 

specific class when the built rules are satisfied.  The final fact has important managerial and 

interpretative implications and can help make better/appropriate decisions. 

Aiming at improving the above-mentioned drawbacks of neural networks and increasing 

the classification accuracy of the existing approaches, the objective of the proposed study is to 

explore the performance of bankruptcy predictions using both financial ratios and intellectual 

capital variables with a two-stage hybrid modeling procedure in using multivariate adaptive 

regression splines with neural networks technique.  The rationale underlying the analyses is 

firstly to use MARS in modeling the bankruptcy prediction problems with both financial 

ratios and intellectual capital variables as independent variables.  Then the obtained 

significant independent variables are served as the input nodes of the designed neural 

networks model.   Please note that it is valuable to use MARS as a supporting tool for 

neural networks, as there still does not exist a theoretical method in determining the best input 

variables of a neural network model, MARS can be implemented as a generally accepted 

method for identifying important variables when many potential variables are considered.  

To demonstrate the feasibility and effectiveness that the inclusion of the obtained 

significant independent variables from MARS would improve the classification accuracy of 

the neural networks model, bankruptcy prediction tasks are performed using the public 

companies filing bankruptcy between 1998 and 2000 in Taiwan.  As to the structure of the 

designed neural networks model, sensitivity analysis is employed to solve the issue of finding 

the appropriate setup of the network’s topology.  Analytic results demonstrated that, in 

comparison with the traditional neural networks approach, the classification accuracy 

increases in terms of the proposed hybrid methodology.  Moreover, the superior 

classification capability of the proposed technique can be observed by comparing the 

classification results with those using linear discrimintant analysis, logistic regression and 

MARS approaches.  

The rest of the paper is organized as follows.  We will give a brief review of 

intellectual capital in section 2.  The literature of bankruptcy predictions will be outlined in 

section 3.  Section 4 gives a brief overview of multivariate adaptive regression splines.  The 
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developments as well as the analytic results of bankruptcy prediction models using 

discriminant analysis, logistic regression, MARS, neural networks, and the hybrid models are 

presented in section 5.  Finally section 6 addresses the conclusion and discusses the possible 

future research areas. 

2. Intellectual Capital 

2.1 Introduction to Intellectual Capital 

Intellectual capital (IC) was first proposed by John Kenneth Galbraith trying to bridge 

the gap between a company’s book value and its market value.  With the tremendous growth 

of service industry in major industrialized countries, more and more researchers and 

practitioners have recommended that non-traditional or intangible assets of business 

operations such as customer relations, skills of their employees, innovations and leaderships 

tend to be the major determinants of a company’s competitiveness and the resulting profits.  

Therefore more attention should be paid to justify and measure their impact on the core 

competence of a company (Kaplan and Norton, 1996, Edvinsson and Malone, 1997).  

The management of intellectual capital has a history dated back to the early 1980s as 

researchers and practitioners were aware that a company’s intangible assets, its intellectual 

capital, were often the major determinants of it’s profit and continuing growth.  In 1991 and 

1994, Tom Stewart wrote two articles at Fortune magazine on brainpower discussing the idea 

of intellectual capital.  In these two articles, Stewart pointed out that the employees of a 

company had a lot to do with its profitability and success.  Also in 1991, Skandia AFS 

inaugurated its first intellectual capital office with Leif Edvinsson appointed as the first vice 

president of that office.  Dow Chemical, interested in profiting from its intellectual capital, 

named Gordon Petrash as its first director of intellectual assets in 1993.  The purpose of 

doing so was trying to identify innovations and ideas that might have been overlooked in the 

past and developing them into profits (Harrison and Sullivan, 2000). 

Edvinsson conducted pioneering researches regarding the development of diversified 

measures of the performance of a company (Edvinsson and Malone, 1997).  Edvinsson 

defined intellectual capital to be knowledge that can be converted into value.  The 

intellectual capital system derived by Edvinsson, used five dimensions to measure a 
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company’s performance: Financial, what appears on the regular balance sheet; Human, the 

skills and performance of the employees; Customer, goodwill, relationships, and the brand 

name; Process, measures the efficiency of the internal functions; and Innovation, measures the 

growth and long-term research and developments.  Edvinsson tried to use different variables 

in the above-mentioned five dimensions in measuring the values of intangible assets.  He 

believed that the obtained information should be useful guidelines in implementing strategies 

such as allocation of expenditure to different areas, new investments and on-the-job training, 

to maintain or strengthen the competitiveness of a company. 

2.2 The Structure and Classification of Intellectual Capital 

As to the measurements and scopes of intellectual capital, Brooking (1996), Edvinsson 

and Malone (1997), Kaplan and Norton (1996), Stewart (1997), Roos et al. (1998), and 

Sveiby (1997) all proposed their concepts.  Almost all the above literature focused on the 

construction of a general categorization of its elements.  Brooking (1996) believe that the 

main elements of IC are market assets, human centered assets, intellectual property assets, 

and infrastructure assets; Sveiby (1997) instead proposed that internal structure, external 

structure, and employee competence are the core elements of IC; Stewart (1997) identified 

human capital, structural capital, and customer capital; while Edvinsson and Malone (1997) 

divided IC into human capital and structural capital, which can further be categorized as 

organizational capital and customer capital.  The above structure/scheme can be summarized 

in table 1.  As to the detailed contents of the above-mentioned assets and/or capital, please 

refer to Brooking (1996), Edvinsson and Malone (1997), Kaplan and Norton (1996), Stewart 

(1997), Roos et al. (1998), and Sveiby (1997) for more details. 

Even though there are various schemes about the structure and classifications of IC, 

some conclusions can be observed after careful inspections.  Some assets are related to 

employees, like human centered assets, employee competence, and human capital, are very 

difficult to manage since these assets cannot be kept or preserved.  Other assets, like the 

infrastructure assets, internal structure, structural capital, and organizational capital can be 

better managed, relates to the process and procedure of a company.  Finally, the third 
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category of assets include market assets, customer capital, and external structure, are basically 

relied on the relationship with customers. 

Table 1. Different systems of intellectual capital 

 Contents of intellectual capital 
Brooking (1996) market assets, human centered assets, intellectual 

property assets, infrastructure assets 
Sveiby (1997) internal structure, external structure, employee 

competence 
Stewart (1997) human capital, structural capital, customer capital 
Edvinsson and Malone (1997) human capital, customer capital, process capital, 

innovation capital 

3. Literature Review 

Bankruptcies are destroying and devastating.  Hence it is important to give on time 

signals to investors, creditors, and auditors to lessen the resulting impact.   Beaver (1966, 

1968) conducted pioneering research regarding bankruptcy predictions.  He analyzed several 

financial ratios to evaluate their predictive capability by developing cut-off scores for each 

ratio to classify companies as bankrupt or non-bankrupt ones.  Beaver’s study was further 

discussed by Altman (1968) and Ohlson (1980) using discriminant analysis and logistic 

regression approaches.  In this section we will review the work of Altman (1968) and Ohlson 

(1980) as well as other articles using discriminant analysis and logistic regression.  The 

literature regarding neural networks will also being discussed in this section. 

3.1 Altman’s Model 

Altman (1968) introduced the well-known Z-score model using the discriminant 

analysis approach.  In this study, Altman (1968) used five financial ratios in identifying the 

discriminant function which best classifies the companies into bankrupt and non-bankrupt 

companies.  The obtained Z-score is then used to determine the cut-off point in getting the 

highest classification accuracy.  Altman’s Z-score model has good classification result using 

variables one year prior to the bankruptcy.  However, the model’s predictive capability 

decreases drastically with variables two and three years before bankruptcy.  The matched 

sample design proposed by Altman (1968) has been adopted thereafter in almost all the 

bankruptcy prediction models. 

 8



Moyer (1977) pointed out that Altman’ (1968) model had poor classification capability 

and instead proposed a stepwise discriminant analysis (Johnson and Wichern, 2002) 

procedure in constructing a better model.  Several other studies by Zmijewski (1984), 

Holmen (1988), and Begley et al. (1996) have also been conducted to test the applicability of 

Z-score models.  Besides, the same matched research design using the same five financial 

ratios and/or other financial ratios with discriminant analysis have also been investigated by 

Blum (1974), Deakin (1972), Altman et al. (1974, 1977), Edmister (1972), Elam (1975), 

Johnson (1970), Jones (1987), Laitinen (1991, 1992), Norton and Smith (1979), Taffler (1982), 

and Wilcox (1973). 

3.2 Ohlson’s Model 

Ohlson (1980) adopted logistic regression analysis in building the bankruptcy prediction 

models.  Ohlson (1980) used 105 bankrupted and 2058 matched non-bankrupt industrial 

firms between 1970 and 1976 in building the prediction models.  Ohlson used the 

cumulative logistic function in transforming the value of dependent variable to the bankruptcy 

probability.  Then the obtained probability was compared with 0.5 to determine the company 

will be classified as the healthy company or the bankrupt one.  Ohlson’s model, in general, 

has very good predictive capability.  The correct classification rate is above 95% with 

independent variables one and two years prior to bankruptcy.   

Logistic analysis was also explored by other researchers to obtain better classification 

accuracy.  Zavgren (1985) developed a logistic function using measures of entropy to 

evaluate the uncertainty of failure.  Keasey and McGuinness (1990) criticized Zavgren’s 

result (1985) since it cannot be applied to the case in UK.  Based on the research findings in 

Keasey and McGuinness (1990), Keasey et al. (1990) instead proposed a mulitlogit model in 

classifying the bankrupted firms.  Logistic regression has become a popular alternative in 

bankruptcy predictions after 1980.  Gilbert et al. (1990), Laitinen (1999), Laitinen and 

Laitinen (2000), Lau (1987), Luoma and Laitinen (1991), Platt and Platt (1990), and 

Tennyson et al. (1990) all used logistic regression in building prediction models. 
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3.3 Artificial Neural Networks Prediction Models 

Even though linear discriminant analysis and logistic regression are most widely 

adopted statistical approaches in building bankruptcy prediction models.  However, the 

validity and effectiveness of these statistical methods depend on some restrictive assumptions 

such as linearity, normality, independence between independent and dependent variables and 

hence limited their applications in modeling bankruptcy prediction problems.  Artificial 

neural networks (ANNs) are powerful tools for pattern recognition and pattern classification 

problems and have already been successfully applied to many financial related problems 

including bankruptcy predictions.  ANNs were widely adopted in modeling the bankruptcy 

prediction problems after the 1990s with the need in improving the prediction accuracies. 

Odom and Sharda (1990) first proposed using neural networks to build the bankruptcy 

prediction models.  In their study, three-layer feedforward networks are adopted and the 

modeling results were compared with those using linear discriminant analysis.  With 

different combinations of training sample sizes to testing sample sizes, the predictive 

capability of ANNS and linear discriminant analysis were tested and compared.  The 

research findings concluded that neural networks provide more accurate and robust results.  

Rahimian et al. (1993) and Coleman et al. (1991) both used the same data of Odom and 

Sharda (1990) and provide better prediction results in their studies.  

Tam and Kiang (1992) had a great impact on using ANNs in the general classification 

problems and bankruptcy predictions.  They provided detailed analysis of the potentials and 

limitations of using ANNs in modeling the business classification problems.  They also tried 

to compare the predictive capability of neural networks with linear discriminant analysis, 

logistic regression, k-nearest neighbor, and decision trees.  Their results indicated that neural 

networks provide more accurate and robust results.   

Neural networks have also been explored by Altman et al. (1994), Coats and Fant 

(1993), Fanning and Cogger (1994), Fletcher and Goss (1993), Lacher et al. (1995), Lenard et 

al. (1995), Lennox (1999), Leshno and Spector (1996), Piramuthu et al., (1994), Raghupathi 

(1996), Rahimian et al. (1993), Salchengerger et al. (1992), Sharda and Wilson (1996), Udo 

(1993), Wilson and Shrada (1994) and Zhang et al. (1999) in handling bankruptcy prediction 
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problems.  The majority of the above references have concluded that the prediction 

accuracies of neural networks are higher than those using discriminant analysis and logistic 

regression techniques. 

4. Multivariate Adaptive Regression Splines 

Multivariate adaptive regression splines (MARS), a non-linear and non-parametric 

regression approach, is first proposed by Friedman (1991) as a flexible procedure in modeling 

relationships that are nearly additive or involve interactions with fewer variables.  The 

modeling procedure is inspired by the recursive partitioning technique governing 

classification and regression tree (CART, Breiman et al., 1984) and generalized additive 

modeling (Hastie and Tibshirani, 1990), resulting in a model that is continuous with 

continuous derivatives.  It excels at finding optimal variable transformations and interactions, 

the complex data structure that often hides in high-dimensional data.  And hence can 

effectively uncover important data patterns and relationships that are difficult, if not 

impossible, for other methods to reveal. 

MARS essentially builds flexible models by fitting piecewise linear regressions; that is, 

the nonlinearity of a model is approximated through the use of separate linear regression 

slopes in distinct intervals of the predictor variable space.  Therefore the slope of the 

regression line is allowed to change from one interval to the other as the two “knot” points are 

crossed.  The variables to be used and the end points of the intervals for each variable are 

found via a fast but intensive search procedure.  In addition to searching variables one by 

one, MARS also searches for interactions between variables, allowing any degree of 

interaction to be considered during the modeling procedure.   

The general MARS function can be represented using the following equation (Friedman, 

1991): 
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where a0 and am are parameters, M is the number of basis functions, Km is the number of 

knots, skm takes on values of either 1 or -1 and indicates the right and left sense of the 
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associated step function, v(k, m) is the label of the independent variable, and tkm indicates the 

knot location. 

The optimal MARS model is selected in a two-stage process.  Firstly, MARS 

constructs a very large number of basis functions are selected to overfit the data initially, 

where variables are allowed to enter as continuous, categorical, or ordinal- the formal 

mechanism by which variable intervals are defined, and they can interact with each other or 

be restricted to enter in only as additive components.  In the second stage, basis functions are 

deleted in order of least contribution using the generalized cross-validation (GCV) criterion 

(Craven and Wahba, 1979).  A measure of variable importance can be assessed by observing 

the decrease in the calculated GCV values when a variable is removed from the model.  The 

GCV can be expressed as follows: 
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where there are N observations, and C(M) is the cost-penalty measures of a model containing 

M basis function (therefore the numerator measures the lack of fit on the M basis function 

model fM(xi) and the denominator denotes the penalty for model complexity C(M)). 

Missing values can also be handled in MARS by using dummy variables indicating the 

presence of the missing values.  By allowing for any arbitrary shape for the function as well 

as interactions, and by using the above-mentioned two-stage model building procedure, 

MARS is capable of reliably tracking the very complex data structures that often hide in 

high-dimensional data.  Please refer to Friedman (1991) for more details regarding the 

complete model building process. 

The interpretation of the resulting MARS model is achieved through individual plots of 

risk.  For variables that enter into the model additively, a risk line plot showing each 

variable’s individual contribution to the risk may be constructed.  This is simply a plot of the 

risk (or log odds) represented by each basis function in the model that involves the variable of 

interest, for the range of values that the variable takes on in the data.  Interactions can also 

be visualized as risk images showing the combined contribution of the variable’s risk in the 

model.  Points are only plotted for the data that are available.  High and low level of risks is 
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indicated by dark and light gray areas on the plot respectively.  These types of plots are not 

only restricted to interactions but can also be used to visualize the contributions of variables 

that enter into the model additivity and are highly correlated with one another. 

MARS has been widely used in handling problems in the areas of forecasting and 

classifications (De Gooijer et al., 1998, Friedman and Roosen, 1995, Griffin et al., 1997, 

Kuhnert et al., 2000, Lewis and Stevens, 1991, Nguyen-Cong et al., 1996, Ohmann et al., 

1996).  For other detailed list of the referred articles using MARS, the readers can login in to 

website http://www.salford-systems.com/MARSCITE.PDF provided by Salford Systems for 

more details. 

5. Empirical Study  

In order to verify the feasibility and effectiveness of the proposed two-stage hybrid 

modeling procedure, the public companies filing bankruptcy between 1998 and 2000 in 

Taiwan are used in this study.  There are totally 35 companies, in 13 different industries, 

filing bankruptcy during the studying period.   As there should be more healthy public 

companies than the bankrupt ones (apparently the prior probability of two types of companies 

should not be equal), 70 companies in the same industry which have been in business for at 

least two years, with similar total assets and number of employees are used as the matched 

sample.  The numbers of bankrupt and matched healthy companies by industry are listed in 

table 2.  Among the 105 companies used in this study, 23 bankrupted and 46 healthy 

companies (two thirds of the total sample size) are randomly selected as the training sample 

while the remaining 12 bankrupted and 24 healthy companies (one third of the sample size) 

are retained as the testing sample.   

As to the independent variables to be included in the prediction model, it is a real 

challenge for the authors.  Several factors have contributed to the difficulty in collecting the 

required variables.  Firstly, like we have described before, all the independent variables used 

in the prediction model will consist 8 consecutive quarterly data points before the bankruptcy 

occurred for all the bankrupt and matched healthy companies.  As not every company failed 

at the same time, it is therefore quite time-consuming in collecting all the quarterly data 

points.  Secondly, unlike financial ratios, not all the intellectual capital variables can be 
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found in the published financial statements.  And since it is not required by government laws 

to provide all the information regarding intellectual capital, hence make it even more difficult 

to collect the IC variables.  The graduate students/assistants involved in this project have to 

get related IC information through intensive personal and/or telephone interviews.  Even by 

all these efforts, we still encounter serious difficulty in procuring all the required IC variables.  

Lots of companies do not update all the IC information from time to time.  Besides, some of 

then are even reluctant to provide help using privacy and/or other excuses.  Therefore the 

authors experienced serious problems of missing values in lots of variables.  After deleting 

variables with too many missing values, the experiences from past decisions, and the 

knowledge of financial experts in that industry, 10 financial ratios and 9 IC variables can be 

obtained and summarized in table 3 (each variable will consist 8 quarterly data points before 

the bankruptcy occurred).   

Table 2. Number of bankrupt companies and matched samples in different industry  

Industry Number of bankrupt companies Number of healthy companies 
Food 8 16 

Steel and Metal 5 10 

Construction Firms 5 10 
Information 
Technology 

4 8 

Textiles 3 6 
Mechanics 2 4 

Cable and Wire 1 2 
Ceramics 1 2 
Rubbers 1 2 

Auto dealer 1 2 
Plastics 1 2 

Recreation 1 2 
Various 2 4 

Total 35 70 

Even though only 10 financial ratios have been collected for this study, the authors 

believe that they have covered the majority of the important variables adopted in most 

literature.  The 10 financial ratios can be grouped into 3 categories as profitability, financial 
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leverage, and turnover ratios.  According to Dimitras et al. (1996), the most commonly used 

ratios in bankruptcy prediction are working capital/total assets, total debt/total assets, and 

current assets/current liabilities.  Besides, quick assets/current liabilities is also among the 

top 10 commonly adopted ratios.  All the other ratios have also been used in other studies 

(Altman, 1968, Altman, et al., 1977, Beaver, 1966, Blum, 1974, Deakin, 1972, Dimitras et al., 

1996).  We therefore believe that the obtained financial ratios should provide necessary 

information in predicting the status of a company.   

For the intellectual capital variables, as there is no literature has been done regarding 

their applicability in bankruptcy predictions and it is very difficult to collect them as we have 

mentioned.  We mainly refer to Edvinsson and Malone (1997), Sveiby (1997) and Stewart 

(1997), several experts’ opinion and consider the data availability in obtaining the 9 

intellectual capital variables as listed in table 3.  The IC variables can also be classified as 3 

categories, namely, human capital, customer capital, and the structure capital. 

The main purpose of this article is to test whether intellectual capital will be helpful in 

bankruptcy predictions, and hence our approach is based on the rationale that with financial 

ratios already been included as independent variables, to test whether the inclusion of IC 

variables will provide extra information in improving the classification accuracy of the 

prediction model.  As we also like to see whether MARS can be a good supporting tool in 

deciding the input variables of the neural networks prediction model, therefore the empirical 

study will firstly build two MARS prediction models.  The first built model solely using 

financial ratios while the second one considers both financial ratios and intellectual capital 

variables as independent variables.  In doing so, we can observe the prediction results of two 

MARS models as well as the obtained significant independent variables.  The second stage 

of the study will use the obtained significant independent variables from MARS prediction 

models as inputs of two neural networks models.  The obtained results can then be compared 

to see whether the one including IC variables will give better classification accuracy or not.  

Finally, in order to evaluate the effectiveness of the proposed two-stage prediction model, the 

results will also be compared with those using discriminant analysis, logistic regression, and 

solely using neural networks. 
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Table 3. List of financial ratios and intellectual capital variables 

Variables Category Ratios and/or quantities 
Net income/Sales (X1,t-1-X1,t-8) Profitability 

Profit before taxes/Sales (X2,t-1-X2,t-8) 
Current assets/Current liabilities (X3,t-1-X3,t-8) 

Total debt/Total assets (X4,t-1-X4,t-8) 
Earnings before interests and taxes/Total interest 

payments (X5,t-1-X5,t-8) 
Quick assets/Current liabilities (X6,t-1-X6,t-8) 

Working capital/Total assets (X7,t-1-X7,t-8) 

Financial leverage

Networth+Long term debt/Fixed assets (X8,t-1-X8,t-8)
Inventory turnover ratio (X9,t-1-X9,t-8) 

Financial Ratios 

Turnover ratios 
Accounts receivable turnover ratio (X10,t-1-X10,t-8) 

Number of employees with graduate degree/Number 
of employees (IC1,t-1-IC1,t-8) 

Average seniority of employee (IC2,t-1-IC2,t-8) 
Human capital 

Average age of employee (IC3,t-1-IC3,t-8) 
Customer capital Accounts receivable of related party/ Sales to related 

party (IC4,t-1-IC4,t-8) 
R&D expenses/Total expenses (IC5,t-1-IC5,t-8) 

Auditor switching times (IC6,t-1-IC6,t-8) 
Financial forecasts adjusting times (IC7,t-1-IC7,t-8) 

Salary expenses/Sales (IC8,t-1-IC8,t-8) 

IC Variables 

Structure capital

Fixed assets/number of employees (IC9,t-1-IC9,t-8) 

The neural network simulator Qnet 97 (1998), developed by Vesta Services Inc, was 

utilized to develop the neural networks as well as the two-stage hybrid prediction models.  It 

is a C based simulator that provides a system for developing backpropagation neural network 

configurations using the generalized delta learning algorithm.  The discriminant analysis and 

logistic regression models will be implemented using the popular SPSS 1997 (1998) software.  

And MARS 2.0 (2001) provided by Salford Systems is used in building the MARS prediction 

models.    All the modeling tasks are implemented on an IBM PC with Intel Pentium III 

750 MHz CPU processor.  The detailed prediction results can be summarized as follows. 

1. MARS Prediction Models 

In this section we will build two MARS prediction models.  The first model only uses 

financial ratios as independent variables while the second one includes both financial ratios 
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and intellectual capital variables.  Table 4 summarizes the obtained significant independent 

variables and their relative importance for both models.  From the results revealed in table 4, 

several important conclusions can be observed.  Firstly, it is not surprisingly to figure out 

that total debt/total assets is the most important independent variable in both models.  A 

company with a high ratio of total debt to total assets suffers from the risk of not being able to 

pay the debt on time and increases the chance of filing bankruptcy.  Besides, quick ratio 

(quick assets/current liabilities) is the second most important variable in both models.  A 

company with a low quick ratio may not have enough quick assets in paying short-term debt, 

related expenses and/or emergency cash requirements and also increases the possibility of 

filing bankruptcy.    

Secondly, three intellectual capital variables, R&D expenses/total expenses, auditor 

switching times, and financial forecasts adjusting times, are significant in the model 

incorporating IC variables.  These findings are also consistent with our conjecture in the 

beginning-IC variables should provide extra information in bankruptcy predictions.  A 

company with low R&D expenses may not be able to provide innovative products/services 

and hence unable to keep itself competitive.  Besides, a company keeps changing their 

auditors implying that they may have financial problems and the auditors do not wish to 

endorse their financial statements.  Finally, a company keeps lowering their sales forecasts 

may also indicate that they encounter problems in selling their products/services.  All the 

above three IC variables should be important indicators for predicting bankruptcies after the 

above justifications.   

Thirdly, as we have mentioned before, the influence of different variables in different 

time lags to the status of a company may not be the same.  It can be observed that the above 

arguments are reasonable and justified in this study.  From table 4 we can see that almost all 

the time lags of the important variables are not the same.  We have also pointed out that 

variables in different time lags may also be significant in the prediction models.  For 

example, the quick ratios 6, 8, and 4 quarters before the bankruptcy are all significant in the 

model only considering financial ratios.  Similar phenomenon can also be observed when 

considering both financial ratios and IC variables.  These two points can give us strong 
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supports that the cross sectional research design for all the literature may need to be modified 

in order to obtain more insights about the influence of independent variables.   

Table 4、Obtained significant independent variables and their relative importance 

MARS prediction model results 
Model 1：Financial ratios Model 2：Financial ratios＋IC variables
Variable name Importance Variable name Importance

Total debt/Total assets (t-1) 100.00 % Total debt/Total assets (t-1) 100.00 %
Quick assets/Current liabilities 

(t-6) 
66.08 % Quick assets/Current liabilities 

(t-8) 
68.36 %

Quick assets/Current liabilities 
(t-8) 

27.06 % Quick assets/Current liabilities 
(t-6) 

49.52 %

Quick assets/Current liabilities 
(t-4) 

23.42 % R&D expenses/Total expenses 
(t-4) 

45.36 %

Networth+Long term debt/Fixed 
assets (t-8) 

8.10 % Auditor switching times (t-8) 38.66 %

Financial forecasts adjusting 
times (t-4) 

33.35% 

Networth+Long term debt/Fixed 
assets (t-3) 

23.57 %

 

Profit before taxes/Sales (t-1) 8.31 % 

Thirdly, as we have mentioned before, the influence of different variables in different 

time lags to the status of a company may not be the same.  It can be observed that the above 

argument is reasonable and justified in this study.  From table 4 we can see that almost all 

the time lags of the important variables are not the same.  We have also pointed out that 

variables in different time lags may all be significant in the prediction models.  For example, 

the quick ratios 6, 8, and 4 quarters before the bankruptcy are all significant in the model only 

considering financial ratios.  Similar phenomenon can also be observed when considering 

both financial ratios and IC variables.  These two points can give us strong supports that the 

cross sectional research design for all the literature may need to be modified in order to obtain 

more insights about the influence of independent variables.   

Finally, two financial ratios, networth+long term debt/fixed assets (t-3) and profit 

before taxes/sales, were not significant when only considering financial ratios but turning to 

be significant after the IC variables were added.  MARS should be the reason behind this 
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issue since one of the main features of MARS is that it also searches interactions between 

variables, allowing any degree of interaction to be considered during the modeling procedure.  

Networth+long term debt/fixed assets (t-3) and profit before taxes/sales became important 

financial ratios after considering their interaction with the IC variables.  

The prediction results of the testing sample (the confusion matrix) using the obtained 

two MARS models can be summarized in tables 5 and 6 respectively.  From the results in 

tables 5 and 6, we can observe that the average correct classification rate is 72.22% for the 

model only considering financial ratios and 75.00% for the model considering both financial 

ratios and intellectual capital variables.  From the improved correct classification rate of the 

model considering both financial ratios and IC variables, IC should be helpful in improving 

the classification accuracy of the prediction model. 

Table 5. MARS classification results with only financial ratios 

 Classified Class 
Actual Class 1 (bankrupt) 2 (healthy) 
1 (bankrupt) 8 (66.67%) 4 (33.33%) 
2 (healthy) 6 (25.00%) 18 (75.00%) 

Average correct classification rate: 72.22% 

Table 6. MARS classification results with both financial ratios and IC variables 

 Classified Class 
Actual Class 1 (bankrupt) 2 (healthy) 
1 (bankrupt) 8 (66.67%) 4 (33.33%） 
2 (healthy) 5 (20.83%) 19 (79.17%） 

Average correct classification rate: 75.00% 

2. Two-Stage Hybrid Model in Integrating MARS and BPN 

Since Vellido et al. (1999) pointed out that around 80% of business applications using 

neural networks will use the BPN training algorithm, this study will also use the popular BPN 

in building the two-stage hybrid prediction model.  As recommended by Cybenko (1989) 

and Hornik et al. (1989) that the network structure with one hidden layer is sufficient to 

model any complex system with any desired accuracy, the designed network model will have 

only one hidden layer.  Due to the two hybrid prediction models will use the obtained 
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significant independent variables from the two built MARS models, the two hybrid BPN 

models will have 5 and 8 input nodes respectively (refer to table 4 for more details).  After 

comparing the prediction results of the testing sample with different combinations of hidden 

nodes and learning rates, the {5-9-1} topology with a learning rate of 0.06 and the {8-17-1} 

topology with a learning rate of 0.04 gives the best prediction results (minimum testing 

RMSE) for the model consider only financial ratios and the model considering both financial 

ratios and IC variables, respectively.  Here {ni-nh-no} stands for the number of neurons in 

the input layer, in the hidden layer, and in the output layer, respectively.  The prediction 

results of the testing sample (the confusion matrix) using the two hybrid prediction models 

are summarized in tables 7 and 8 respectively.   

Table 7. Hybrid model classification results with only financial ratios 

 Classified Class 
Actual Class 1 (bankrupt) 2 (healthy) 
1 (bankrupt) 9 (75.00%) 3 (25.00%) 
2 (healthy) 5 (20.83%) 19 (79.17%) 

Average correct classification rate: 77.78% 

Table 8. Hybrid model classification results with both financial ratios and IC variables 

 Classified Class 
Actual Class 1 (bankrupt) 2 (healthy) 
1 (bankrupt) 10 (83.33%) 2 (16.67%) 
2 (healthy) 4 (16.67%) 20 (83.33%) 

Average correct classification rate: 83.33% 

From the results revealed in tables 7 and 8, we can observe that the average correct 

classification rate is 77.78% for the model only including financial ratios and 83.33% for the 

model incorporating both financial ratios and intellectual capital variables.  Again from the 

improved correct classification rate of the model considering both financial ratios and IC 

variables, we can also conclude that IC should provide extra information other than financial 

ratios in improving the classification accuracy of the prediction model.   

3. Results Compared with LDA, Logistic Regression, and Neural Networks 

In order to evaluate the effectiveness of the proposed two-stage hybrid bankruptcy 

prediction models, the prediction results are compared with those using LDA, logistic 
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regression and the model solely using BPN.  Table 9 summarizes the classifications results 

of LDA, logistic regression, MARS, BPN, and the hybrid two-stage prediction models with 

only financial ratios as independent variables while table 10 summarizes the results of the 

same five models when considering both financial ratios and intellectual capital variables.  

Table 9. Classification results of the five models with financial ratios 

 Classification results 

Prediction method {1-1} {2-2} 
Average correct 

classification rate
Discriminant analysis 66.67% 75.00% 72.22% 

Logistic regression 66.67% 75.00% 72.22% 
Multivariate adaptive regression splines 66.67% 75.00% 72.22% 

Backpropagation neural networks 75.00% 79.17% 77.78% 
Two-stage hybrid model 75.00% 79.17% 77.78% 

*Here 1-1 (2-2) means a bankrupt (healthy) company is also classified as a bankrupt (healthy) 
company 

Table 10. Classification results when considering financial ratios and IC variables 

 Classification results 

Prediction method {1-1} {2-2} 
Average correct 

classification rate
Discriminant analysis 66.67% 75.00% 72.22% 

Logistic regression 75.00% 75.00% 75.00% 
Multivariate adaptive regression splines 66.67% 79.17% 75.00% 

Backpropagation neural networks 83.33% 83.33% 83.33% 
Two-stage hybrid model 83.33% 83.33% 83.33% 

After comparing the results in table 9 and table 10, several conclusions can be observed.  

Firstly, the models including both financial ratios and IC variables provide better 

classification results than the corresponding models only using financial ratios.  The above 

phenomenon implies that IC variables do provide valuable information in predicting 

bankruptcies.  Secondly, like similar results reported in the literature, BPN still provides 

better classification results than those using linear discriminant analysis and logistic 

regression approaches, no matter when only considering financial ratios or the model 

including both financial ratios and intellectual capital variables.  Finally, both the two-stage 

hybrid model and the model solely using BPN obtain identical results for cases no matter 

including IC variables or not.  However, we believe the two-stage hybrid model should be a 
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better alternative since it exhibits the capability in identifying important independent variables 

which may provide valuable information for further diagnostic purposes. 

4. Type I and Type II Errors of the Constructed Models 

It is well known that, in order to evaluate the overall classification capability of the 

designed bankruptcy prediction models, the misclassification costs also have to be taken into 

account.  It is apparent that the costs associated with Type I errors (a healthy company is 

misclassified as a bankrupt company) and Type II errors (a bankrupt company is misclassified 

as a healthy one) are significantly different.  In general, the misclassification costs associated 

with Type II errors are much higher than those associated with Type I errors (Kiviluoto, 1998).  

And hence special attention should pay to Type II errors of the five constructed models in 

order to evaluate the overall classification capability.  Table 11 and table 12 summarize the 

Type I and Type II errors of the five constructed models when considering only financial 

ratios and both financial ratios and IC variables.  From the results revealed in table 11 and 12, 

we can figure out that the two-stage hybrid model and the model solely using BPN has the 

lowest Type II errors in both models in comparison with the other three approaches.  Hence 

we can conclude that the two-stage hybrid model and the model solely using BPN not only 

have the best average correct classification rate, but also have the lowest Type II error.   

Table 11. Type I and Type II errors of the five models with financial ratios 

 Performance Assessment 
Approach TypeⅠerror TypeⅡ error 

Discriminant analysis 25.00% 33.33% 
Logistic regression 25.00% 33.33% 

Multivariate adaptive regression splines 25.00% 33.33% 
Back-Propagation neural networks 20.83% 25.00% 

Two-stage hybrid model 20.83% 25.00% 

Table 12. Type I and Type II errors with both financial ratios and IC variables 

 Performance Assessment 
Approach TypeⅠerror TypeⅡ error 

Discriminant analysis 25.00% 33.33% 
Logistic regression 25.00% 25.00% 

Multivariate adaptive regression splines 20.83% 33.33% 
Back-Propagation neural networks 16.67% 16.67% 

Two-stage hybrid model 16.67% 16.67% 
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6. Conclusions and Areas of Future Research 

The world’s economy has been experiencing severe challenges during the past few years, 

more and more companies in different industries, no matter large or small, are facing the 

problems of filing bankruptcy.  Hence bankruptcy predictions have drawn serious attention 

from both researchers and practitioners in order to provide on time signals for better 

investment and governmental decisions.  As this topic is getting more and more important, 

fruitful literature using various prediction models has been developed. 

After we carefully review the literature, several important conclusions can be observed.  

Firstly, almost all the literature only adopted financial ratios as independent variables; 

Secondly, it is also quite surprised to figure out that almost all the literatures utilized the same 

cross sectional research design during the empirical study stage.  It means that they use 

independent variables one, two or even three years prior to the bankruptcy, a fixed point 

before the bankruptcy happens, in predicting the status-healthy or bankrupt of a company; 

Finally, distriminant analysis and logistic regression are the most commonly used statistical 

prediction techniques, but often being criticized due to its strong model assumptions.  On the 

other hand, the artificial neural networks has become a very popular alternative in bankruptcy 

predictions due to its associated memory characteristic, generalization capability and 

outstanding classification capability.  However, it is also being criticized for its long training 

process, hard to identify the relative importance of potential input variables and certain 

interpretative difficulties.  

In order to improve the drawbacks of only using financial ratios as independent 

variables, using the cross sectional research design, the shortcomings of neural networks and 

increasing the classification accuracy of the existing approaches, the objective of the proposed 

study is to explore the performance of bankruptcy predictions using both financial ratios and 

intellectual capital variables with a two-stage hybrid modeling procedure in integrating 

multivariate adaptive regression splines with neural networks technique.  The rationale 

underlying the analyses is firstly to build a MARS prediction model with both financial ratios 

and intellectual capital variables as independent variables.  Then the obtained significant 

independent variables are served as the input nodes of the designed neural networks model.    
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For verifying the feasibility on this proposed two-stage hybrid approach, bankruptcy 

prediction tasks are performed using the public companies filing bankruptcy between 1998 

and 2000 in Taiwan.  The research findings can be summarized as follows.  Firstly, IC 

variables do provide valuable information other than financial ratios in bankruptcy predictions.  

Therefore investments in building or strengthening the intellectual capital contents should be 

good directions in improving the core competence and maintaining continuous growth of a 

company.  Secondly, as the time lags of almost all the important variables are not same and 

the same variable in different time lags are all significant, the traditional cross sectional 

research design may need to be modified.  Thirdly, the two-stage hybrid model and the 

model solely using BPN have higher average correct classification rate in comparison with 

those using linear discriminant analysis, logistic regression, and MARS approaches.  

However, the two-stage hybrid model should be an efficient alternative since it can identify 

important independent variables in predicting bankruptcies and contribute to better 

managerial implications. The above-mentioned research findings justify the presumptions that 

the two-stage modeling procedure should be a better alternative in conducting bankruptcy 

prediction tasks.  Besides, the two-stage model not only has better classification accuracies, 

but also has the lowest Type II errors associated with high misclassification costs.  Finally, 

the two-stage hybrid model can save lots of implementation time on the computer and 

therefore reserve more time for on time decisions. 

As the authors encounter serious difficulties in collecting relevant information, 

especially the IC variables, and hence may limit the predictive capability of the built models 

due to the fact that without enough/important independent variables.  Future researches may 

aim at collecting more important variables that should result in a model with higher prediction 

accuracy.  Using other classification techniques, like classification and regression tree 

(CART) and support vector machines (SVM), in evaluating their applicability to bankruptcy 

predictions are also recommended.  Integrating other artificial intelligence techniques, like 

fuzzy discriminant analysis and genetic algorithms, with neural networks in further refining 

the network structure and improving the predictive capability may also being investigated.   
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